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Chapter 2

EUROPEAN UNION OVERVIEW

William RM Long, Géraldine Scali, Francesca Blythe and Alan Charles Raul1

I OVERVIEW

In the EU, data protection is principally governed by the EU General Data Protection 
Regulation (GDPR),2 which came into force on 25 May 2018 and is applicable in all EU 
Member States. The GDPR repeals the Data Protection Directive 95/46/EC,3 regulates 
the collection and processing of personal data across all sectors of the EU economy and 
introduces new data protection obligations for data controllers and processors alongside new 
rights for EU individuals.

The GDPR has created a single EU-wide law on data protection and has empowered 
Member State data supervisory authorities (DSAs) with significant enforcement powers, 
including the power to impose fines of up to 4 per cent of annual worldwide turnover or €20 
million, whichever is greater, on organisations for failure to comply with the data protection 
obligations contained in the GDPR.

Set out in this chapter is a summary of the main provisions of the GDPR. We then cover 
guidance provided by the EU’s Article 29 Working Party (which has, since 25 May 2018, 
been replaced by the European Data Protection Board (EDPB)) on the topical issues of cloud 
computing and whistle-blowing hotlines. We conclude by considering the EU’s Network and 
Information Security Directive (the NIS Directive).

II THE GDPR

The GDPR imposes a number of obligations on organisations processing the personal data of 
individuals in the EU (data subjects). The GDPR also provides several rights to data subjects 
in relation to the processing of their personal data.

Failure to comply with the GDPR and Member State data protection laws enacted to 
supplement the data protection requirements of the GDPR can amount to a criminal offence 
and can result in significant fines and civil claims from data subjects who have suffered as a 
result.

1 William RM Long and Alan Charles Raul are partners, Géraldine Scali is a counsel and Francesca Blythe is 
an associate at Sidley Austin LLP.

2 Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 on the 
protection of natural persons with regard to the processing of personal data and on the free movement of 
such data, and repealing Directive 95/46/EC (General Data Protection Regulation).

3 European Parliament and Council Directive 95/46/EC of 24 October 1995 on the protection of 
individuals with regard to the processing of personal data and on the free movement of such data.
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Although the GDPR sets out harmonised data protection standards and principles, the 
GDPR grants EU Member States the power to maintain or introduce national provisions to 
further specify the application of the GDPR in Member State law.

i The scope of the GDPR

The GDPR applies to the processing of personal data wholly or partly by automated means 
and to the processing of personal data that forms part of a filing system or is intended to form 
part of a filing system other than by automated means. The GDPR does not apply to the 
processing of personal data by an individual in the course of a purely personal or household 
activity.

The GDPR only applies when the processing is carried out in the context of an 
establishment of the controller or processor in the European Union, or, where the controller 
or processor does not have an establishment in the European Union, but processes personal 
data in relation to the offering of goods or services to individuals in the European Union; 
or the monitoring of the behaviour of individuals in the European Union as far as their 
behaviour takes place within the European Union.

This means that many non-EU companies that have EU customers will need to comply 
with the data protection requirements in the GDPR.4

There are a number of important terms used in the GDPR,5 including:
a controller: any natural or legal person who alone or jointly with others, determines the 

purpose and means of processing personal data;
b data processor: a natural or legal person who processes personal data on behalf of the 

controller;
c data subject: an identified or identifiable individual who is the subject of the personal 

data;
d establishment: the effective and real exercise of activity through stable arrangements in 

a Member State;6

e filing system: any structured set of personal data that is accessible according to specific 
criteria, whether centralised or decentralised or dispersed on a functional or geographical 
basis, such as a filing cabinet containing employee files organised according to their 
date of joining or their names or location;

f personal data: any information that relates to an identified or identifiable individual 
who can be identified, directly or indirectly, by reference to an identifier such as a name, 
identification number, location data, an online identifier or to one or more factors 
specific to the physical, physiological, genetic, mental, economic, cultural or social 
identity of that individual. In practice, this is a broad definition including anything 
from someone’s name, address or national insurance number to information about 
their taste in clothes. Additionally, personal data that has undergone pseudonymisation, 
where the personal data has been through a process of de-identification so that a coded 
reference or pseudonym is attached to a record to allow the data to be associated to a 
particular data subject without the data subject being identified, is personal data under 
the GDPR; and

4 Article 3(1) of the GDPR.
5 Article 4 of the GDPR.
6 Recital 22 of the GDPR.
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g processing: any operation or set of operations performed upon personal data, whether 
or not by automated means, such as collection, recording, organisation, structuring, 
storage, adaptation or alteration, retrieval, consultation, use, disclosure by transmission, 
dissemination or otherwise making available, alignment or combination, restriction, 
erasure or destruction. This definition is so broad that it covers practically any activity 
in relation to personal data.

ii Obligations and processors of controllers under the GDPR

Notification

The notification obligation under the Data Protection Directive requiring controllers to 
notify their national data supervisory authority prior to carrying out any processing of 
personal data no longer exists under the GDPR. Instead, DSAs may introduce their own 
notification requirements. For example, the UK’s data supervisory authority, the Information 
Commissioners Office (ICO), requires controllers to register on a public register maintained 
by the ICO, in addition to paying a fee to the ICO ranging from £40 to £2,400 depending 
on the type of organisation the controller is. 

Importantly, instead of the notification obligation, Article 30 of the GDPR requires 
controllers to maintain a record of their processing, which should include the purpose of the 
processing; a description of the categories of data subjects and of the categories of personal 
data; the categories of recipients to whom the personal data has been or will be disclosed 
including recipients in third countries (non-EEA Member States); identifying the third 
country if there are transfers of personal data to a third country; envisaged time limits for the 
erasure of the different categories of personal data; and a general description of the technical 
and organisational security measures in place to protect the personal data.

Data protection principles and accountability

Generally, the GDPR requires controllers to comply with the following data protection 
principles when processing personal data:
a the lawfulness, fairness and transparency principle:7 personal data must be processed 

lawfully, fairly and in a transparent manner in relation to the data subject;
b the purpose limitation principle:8 personal data must be collected for specified, explicit 

and legitimate purposes and not further processed in a manner that is incompatible 
with those purposes;

c data minimisation principle:9 personal data must be adequate, relevant and limited to 
what is necessary in relation to the purposes for which they are processed;

d accuracy principle:10 personal data must be accurate and, where necessary, kept up 
to date, and every reasonable step must be taken to ensure that personal data that 
are inaccurate in relation to the purposes for which they are processed are erased or 
rectified without delay; 

7 Article 5(1)(a) of the GDPR.
8 Article 5(1)(b) of the GDPR.
9 Article 5(1)(c) of the GDPR.
10 Article 5(1)(d) of the GDPR.
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e storage limitation principle:11 personal data must be kept in a form that permits 
identification of data subjects for no longer than is necessary for the purposes for which 
the personal data are processed;

f integrity and confidentiality: personal data must be processed in a manner that ensures 
appropriate security of personal data as described below; and

g accountability: the GDPR’s principle of accountability under Article 5(2) of the 
GDPR is a central focus of the data protection requirements in the GDPR and requires 
controllers to process personal data in accordance with data protection principles found 
in the GDPR. Article 24 of the GDPR further provides that controllers implement 
appropriate technical and organisational measures to ensure and to be able to 
demonstrate that data processing is performed in accordance with the GDPR.

Data protection impact assessments (DPIA)

Article 35(1) of the GDPR imposes an obligation on controllers to conduct a DPIA prior to 
the processing of personal data, where the processing is likely to result in a high risk to the 
rights and freedoms of data subjects. This may be relevant to certain activities of the controller 
such as where it decides to carry out extensive monitoring of its employees. The controller is 
required to carry out a DPIA, which assesses the impact of the envisaged processing on the 
personal data of the data subject, taking into account the nature, scope, context and purposes 
of the processing. 

Article 35(3) of the GDPR provides that a DPIA must be conducted where the 
controller engages in:
a a systematic and extensive evaluation of personal aspects relating to data subjects 

which is based on automated processing, including profiling, and produces legal effects 
concerning the data subject or similarly significantly affecting the data subject; or

b processing on a large scale special categories of personal data under Article 9(1) of the 
GDPR, or of personal data revealing criminal convictions and offences under Article 10 
of the GDPR; or

c a systematic monitoring of a publicly accessible area on a large scale.

In addition, organisations must carry out a DPIA when using new technologies; and where 
the processing is likely to result in a high risk to the rights and freedoms of data subjects.

Article 35(4) of the GDPR requires the DSA to publish a list of activities in relation to 
which a DPIA should be carried out. If the controller has appointed a Data Protection Officer 
(DPO), the controller should seek the advice of the DPO when carrying outthe DPIA. 

Importantly, Article 36(1) of the GDPR states that where the outcome of the DPIA 
indicates that the processing involves a high risk, which cannot be mitigated by the controller, 
the DSA should be consulted prior to the commencement of the processing. 

A DPIA involves balancing the interests of the controller against those of the data 
subject. Article 35(7) of the GDPR states that a DPIA should contain at a minimum:
a a description of the processing operations and the purposes, including, where applicable, 

the legitimate interests pursued by the controller;
b an assessment of the necessity and proportionality of the processing operations in 

relation to the purpose of the processing;

11 Article 5(1)(e) of the GDPR.
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c an assessment of the risks to data subjects; and
d the measures in place to address risk, including security and to demonstrate compliance 

with the GDPR, taking into account the rights and legitimate interests of the data 
subject.

The Article 29 Working Party (WP29) noted in its guidelines on DPIAs that the reference 
to the ‘rights and freedoms’ of data subjects under Article 35 of the GDPR while primarily 
concerned with rights to data protection and privacy also includes other fundamental rights 
such as freedom of speech, freedom of thought, freedom of movement, prohibition on 
discrimination, right to liberty and conscience and religion.12 

The WP29 introduced the following nine criteria that should be considered by 
controllers when assessing whether their processing operations require a DPIA, owing to 
their inherent high risk13 to data subjects rights and freedoms:
a evaluation or scoring, including profiling and predicting, especially from ‘aspects 

concerning the data subject’s performance at work, economic situation, health, personal 
preferences or interests, reliability or behaviour, location or movements’;

b automated-decision making with legal or similar significant effects – processing that 
aims at taking decisions on data subjects producing ‘legal effects concerning the natural 
person’ or which ‘similarly significantly affects the natural person’. For example, the 
processing may lead to the exclusion or discrimination against data subjects. Processing 
with little or no effect on data subjects does not match this specific criterion;

c systematic monitoring – processing used to observe, monitor or control data subjects, 
including data collected through networks or ‘a systematic monitoring of a publicly 
accessible area’. This type of monitoring is a criterion because the personal data may be 
collected in circumstances where data subjects may not be aware of who is collecting 
their data and how their data will be used;

d sensitive data or data of a highly personal nature – this includes special categories of 
personal data as defined in Article 9 of the GDPR (for example information about 
individuals’ political opinions), as well as personal data relating to criminal convictions 
or offences as defined in Article 10 of the GDPR. An example would be a hospital 
keeping patients’ medical records or a private investigator keeping offenders’ details. 
Additionally, beyond the GDPR, there are some categories of data that can be 
considered as increasing the possible risk to the rights and freedoms of data subjects. 
These personal data are considered as sensitive (as the term is commonly understood) 
because they are linked to household and private activities (such as electronic 
communications whose confidentiality should be protected), or because they impact 
the exercise of a fundamental right (such as location data whose collection questions 
the freedom of movement) or because their violation clearly involves serious impacts 
in the data subject’s daily life (such as financial data that might be used for payment 
fraud);

12 Article 29 Working Party, Guidelines on Data Protection Impact Assessment (DPIA) and determining 
whether processing is ‘likely to result in a high risk’ for the purposes of Regulation 2016/679, WP 248, as 
last revised and adopted on 4 October 2017, page 6.

13 Article 29 Working Party, Guidelines on Data Protection Impact Assessment (DPIA) and determining 
whether processing is ‘likely to result in a high risk’ for the purposes of Regulation 2016/679, WP 248, as 
last revised and adopted on 4 October 2017, pages 9–11.
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e data processed on a large scale: the GDPR does not define what constitutes large-scale. 
In any event, the WP29 recommends that the following factors, in particular, be 
considered when determining whether the processing is carried out on a large scale: 
• the number of data subjects concerned, either as a specific number or as a 

proportion of the relevant population; 
• the volume of data and/or the range of different data items being processed; 
• the duration, or permanence, of the data processing activity; and
• the geographical extent of the processing activity. 

f matching or combining datasets, for example originating from two or more data 
processing operations performed for different purposes or by different controllers in a 
way that would exceed the reasonable expectations of the data subject;

g data concerning vulnerable data subjects – the processing of this type of data is a 
criterion because of the increased power imbalance between the data subjects and the 
data controller, meaning the data subjects may be unable to easily consent to, or oppose, 
the processing of their data, or exercise their rights. Vulnerable data subjects may 
include children as they can be considered as not able to knowingly and thoughtfully 
oppose or consent to the processing of their data and employees; and

h innovative use or applying new technological or organisational solutions, for example, 
combining use of finger print and face recognition for improved physical access control. 
The GDPR makes it clear that the use of a new technology, defined in ‘accordance with 
the achieved state of technological knowledge’ can trigger the need to carry out a DPIA. 
This is because the use of such technology can involve novel forms of data collection 
and usage, possibly with a high risk to data subjects’ rights and freedoms. Furthermore, 
the personal and social consequences of the deployment of a new technology may be 
unknown. 

When the processing in itself ‘prevents data subjects from exercising a right or using a service 
or a contract’. This includes processing operations that aim to allow, modify or refuse data 
subjects’ access to a service or entry into a contract. An example of this is where a bank screens 
its customers against a credit reference database in order to decide whether to offer them a 
loan. 

Additionally, the WP29 noted that the mere fact the controller’s obligation to conduct 
a DPIA has not been met does not negate its general obligation to implement measures to 
appropriately manage risks to the rights and freedoms of the data subject when processing 
their personal data.14 In practice, this means controllers are required to continuously assess 
the risks created by their processing activities in order to identify when a type of processing is 
likely to result in a high risk to the rights and freedoms of the data subject.

The WP29 recommend that as a matter of good practice, controllers should continuously 
review and regularly reassess their DPIAs.15

14 Article 29 Data Protection Working Party Guidelines on Data Protection Impact Assessment (DPIA) and 
determining whether processing is ‘likely to result in a high risk’ for the purposes of Regulation 2016/679, 
WP 248, as last revised and adopted on 4 October 2017, page 6.

15 Article 29 Data Protection Working Party Guidelines on Data Protection Impact Assessment (DPIA) and 
determining whether processing is ‘likely to result in a high risk’ for the purposes of Regulation 2016/679, 
WP 248, as last revised and adopted on 4 October 2017, page 14.
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Data protection by design and by default

Article 25 of the GDPR requires controllers to, at the time of determining the means of 
processing and at the time of the processing itself, implement appropriate technical and 
organisational measures, such as pseudonymisation and anonymisation, which are designed 
to implement the data protection principles in the GDPR, in an effective manner, and to 
integrate the necessary and appropriate safeguards into the processing of personal data in 
order to meet the data protection requirements of the GDPR and protect the rights of the 
data subject.

Controllers are also under an obligation to implement appropriate technical and 
organisational measures that ensure that, by default, only personal data necessary for each 
specific purpose of the processing are processed. This obligation under Article 25(2) of the 
GDPR covers the amount of personal data collected, the extent of the processing of the 
personal data, the period of storage of the personal data and its accessibility. 

DPOs

Article 37 of the GDPR requires both controllers and processors to appoint DPOs where:
a the processing is carried out by a public authority or body, except where courts are 

acting in their judicial capacity; 
b the core activities of the controller or processor consist of processing operations that, 

by virtue of their nature, scope or purpose, require regular and systematic monitoring 
of data subjects on a large scale; or 

c the core activities of the controller or processor consist of processing on a large scale 
special categories of personal data pursuant to Article 9 of the GDPR or personal data 
about criminal convictions and offences pursuant to Article 10 of the GDPR.

The WP29, in its guidance on DPOs, note that ‘core activities’ can be considered key 
operations16 required to achieve the controller or processor’s objectives. However, it should 
not be interpreted as excluding the activities where the processing of personal data forms an 
‘inextricable’ part of the controller or processor’s activities. The WP29 provides the example 
of the core activity of a hospital being to provide healthcare. However, it cannot provide 
healthcare effectively or safely without processing health data, such as patients’ records.17

Any DPO appointed must be appointed on the basis of their professional qualities and 
expert knowledge of data protection law and practices.18 The WP29 note personal qualities 
of the DPO should include integrity and high professional ethics, with the DPO’s primary 
concern being enabling compliance with the GDPR.19

Staff members of the controller or processor may be appointed as a DPO, as can a 
third-party consultant. Once the DPO has been appointed, the controller or processor must 
provide their contact details to their DSA.20

16 Article 29 Working Party, Guidelines on Data Protection Officers (‘DPOs’), WP 243, as last revised and 
adopted on 5 April 2017, page 20.

17 Article 29 Working Party Guidelines on Data Protection Officers (‘DPOs’), WP 243, as last revised and 
adopted on 5 April 2017, page 7.

18 Article 37(5) of the GDPR.
19 Article 29 Working Party Guidelines on Data Protection Officers (‘DPOs’), WP 243. as last revised and 

adopted on 5 April 2017, page 12.
20 Article 37(7) of the GDPR.
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A DPO must be independent, whether or not he or she is an employee of the respective 
controller or processor and must be able to perform his or her duties in an independent 
manner.21 The DPO can hold another position but must be free from a conflict of interests. 
For example, the DPO could not hold a position within the controller organisation that 
determined the purposes and means of data processing, such as the head of marketing, IT or 
human resources.

Once appointed, the DPO is expected to perform the following, non-exhaustive list 
of tasks.
a inform and advise the controller or processor and the employees who carry out the 

processing of the GDPR obligations and relevant Member State data protection 
obligations;

b monitor compliance with the GDPR, and other relevant Member State data protection 
obligations, and oversee the data protection policies of the controller or processor in 
relation to the protection of personal data, including the assignment of responsibilities, 
awareness-raising and training of staff involved in the processing operations and the 
related audits;

c provide advice where requested in relation to the DPIA;
d cooperate with the DSA; and
e act as the contact point for the DSA on issues relating to processing.22

The GDPR also provides the option, where controllers or processors do not meet the 
processing requirements necessary to appoint a DPO, to voluntarily appoint one.23

The WP29 recommends in its guidance on DPOs that even where controllers or 
processors come to the conclusion that a DPO is not required to be appointed, the internal 
analysis carried out to determine whether or not a DPO should be appointed should be 
documented to demonstrate that the relevant factors have been taken into account properly.24

Lawful grounds for processing

Controllers may only process personal data if they have satisfied one of six conditions:
a the data subject in question has consented to the processing;
b the processing is necessary to enter into or perform a contract with the data subject;
c the processing is necessary for the purposes of the legitimate interests pursued by the 

controller, except where such interests are overridden by the interests or fundamental 
rights and freedoms of the data subject that require protection of the personal data;

d the processing is necessary to comply with a legal obligation to which the controller is 
subject;

e the processing is necessary to protect the vital interests of the data subject; or
f the processing is necessary for the performance of a task carried out in the public interest 

or in the exercise of official authority vested in the controller. Of these conditions, the 
first three will be most relevant to business.25

21 Recital 97 of the GDPR.
22 Article 39 of the GDPR.
23 Article 37(4) of the GDPR.
24 Article 29 Working Party Guidelines on Data Protection Officers (DPOs), WP 243, as last revised and 

adopted on 5 April 2017, page 5.
25 Article 6 of the GDPR.



European Union Overview

13

Personal data that relates to a data subject’s racial or ethnic origin, political opinions, trade 
union membership, religious or philosophical beliefs, and the processing of genetic data, 
biometric data for the purpose of uniquely identifying a natural person, data concerning 
health or data concerning a natural person’s sex life or sexual orientation (sensitive personal 
data) can only be processed in more narrowly defined circumstances.26 The circumstances that 
are often be most relevant to a business are where the data subject has explicitly consented to 
the processing or the processing is necessary for the purposes of carrying out its obligations in 
the field of employment and social security and social protection law.

The WP29 state in its guidance on consent, that where controllers intend to rely on 
consent as a lawful processing ground, they have a duty to assess whether they will meet all 
of the GDPR requirements to obtain valid consent.27 Valid consent under the GDPR is a 
clear affirmative act that should be freely given, specific, informed and an unambiguous 
indication of the data subject’s agreement to the processing of their personal data. Consent 
is not regarded as freely given where the data subject has no genuine or free choice or is 
not able to refuse or withdraw consent without facing negative consequences. For example, 
where the controller is in a position of power over the data subject, such as an employer, the 
employee’s consent is unlikely to be considered freely given or a genuine or free choice, as to 
choose to withdraw consent or refuse to give initial consent in the first place could result in 
the employee facing consequences detrimental to their employment. 

As the WP29 notes, consent can only be an appropriate lawful basis for processing 
personal data if the data subject is offered control and a genuine choice with regard to 
accepting or declining the terms offered or declining them without negative effects.28 Without 
such genuine and free choice, the WP29 notes the data subject’s consent becomes illusory 
and consent will be invalid, rendering the processing unlawful.29

Provision of information

Certain information needs to be provided by controllers to data subjects when controllers 
collect personal data about them, unless the data subjects already have that information. 
Article 13 of the GDPR provides a detailed list of the information required to be provided 
to data subjects either at the time the personal data is obtained or immediately thereafter, 
including:
a the identity and contact details of the controller (or the controller’s representative);
b the contact details of the DPO, where applicable;
c the purposes of the processing;
d the legal basis for the processing;
e the recipients or categories of recipients of the personal data;
f where the personal data is intended to be transferred to a third country, reference to the 

appropriate legal safeguard to lawfully transfer the personal data; 
g the period for which the personal data will be stored or where that is not possible, the 

criteria used to determine that period;

26 Article 9 of the GDPR.
27 Article 29 Working Party, Guidelines on consent under Regulation 2016/679, WP259, as last revised and 

adopted on 10 April 2018, page 3.
28 ibid.
29 ibid.
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h the existence of rights of data subjects to access, correct, restrict and object to the 
processing of their personal data;

i the right to lodge a complaint with a DSA; and 
j whether the provision of personal data is a statutory or contractual requirement or a 

requirement necessary to enter into a contract. 

In instances where the personal data are not collected by the controller directly from the data 
subject concerned, the controller is expected to provide the above information to the data 
subject, in addition to specifying the source of the personal data, within a reasonable time 
period after obtaining the personal data, but no later than a month after having received the 
personal data or if the personal data is to be used for communication with the data subject, 
at the latest, at the time of the first communication to that data subject.30 In cases of indirect 
collection, it may also be possible to avoid providing the required information if to do so 
would be impossible or involve a disproportionate effort, or if the personal data must remain 
confidential subject to an obligation of professional secrecy regulated by Union or Member 
State law or obtaining or disclosure of personal data is expressly laid down by Union or 
Member State law to which the controller is subject.31

The WP29 notes that in order to ensure the information notices are concise, transparent, 
intelligible and easily accessible under Article 12 of the GDPR, controllers should present 
the information efficiently and succinctly to prevent the data subjects from experiencing 
information fatigue.32

iii Security and breach reporting

The GDPR requires controllers and, where applicable, processors to ensure that appropriate 
technical and organisational measures are in place to protect personal data and ensure a level 
of security appropriate to the risk.33 Such technical and organisational measures include the 
pseudonymisation of personal data, encryption of personal data, anonymisation of personal 
data, and de-identification of personal data, which occurs where the information collected 
has undergone a process that involves the removal or alteration of personal identifiers and 
any additional techniques or controls required to remove, obscure, aggregate or alter the 
information in such a way that no longer identifies the data subject. Additionally, controllers 
must also ensure that when choosing a data processor they choose one that provides sufficient 
guarantees as to the security measures applied when processing personal data on behalf of the 
controller, pursuant to Article 28 of the GDPR. A controller must also ensure that it has in 
place a written contract with the data processor under which the data processor undertakes 
to comply with data protection requirements under Article 28 of the GDPR, including 
only processing the personal data on the instructions of the controller and being subject to 
the same data protection obligations as set out in the contract between the controller and 

30 Article 14(3) of the GDPR.
31 Article 14(5) of the GDPR.
32 Article 29 Working Party Guidelines on transparency under Regulation 2016/679, as last revised and 

adopted on 11 April 2018, page 7.
33 Article 32 of the GDPR.
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processor. Under such an agreement, the processor will remain liable for the failure of the 
sub-processor to perform its data protection obligations under the agreement between the 
processor and the sub-processor.34

Personal data breaches

Article 4(1) of the GDPR defines a personal data breach broadly as a ‘breach of security 
leading to the accidental or unlawful destruction, loss, unauthorized disclosure of, or access 
to, personal data transmitted, stored, or otherwise processed’. According to the guidelines 
published by the WP29 on personal data breach notification under the GDPR35 personal 
data breaches typically fall in one of the following categories:
a confidentiality breaches: where there is an unauthorised or accidental disclosure of, or 

access to, personal data;
b availability breaches: where there is an accidental or unauthorised loss of access to, or 

destruction of, personal data; and
c integrity breaches: where there is an unauthorised or accidental alteration of personal 

data.

Additionally, controllers are required, with the assistance of the processors, where applicable, 
to report personal security breaches that are likely to result in a risk to the rights and 
freedoms of the data subject, to the relevant DSA without undue delay and, where feasible, 
not later than 72 hours after having first become aware of the personal data breach. Where 
the processor becomes aware of a personal data breach it is under an obligation to report 
the breach to the controller. Upon receiving notice of the breach from the processor, the 
controller is then considered aware of the personal data breach and has 72 hours to report the 
breach to the relevant DSA.

The WP29 note in its guidance on personal data breaches that the controller should 
have internal processes in place that are able to detect and address a personal data breach.36 
The WP29 provide the example of using certain technical measures such as data flow and 
log analysers to detect any irregularities in processing of personal data by the controller.37 
Importantly, the WP29 note that once a breach is detected it should be reported upwards 
to the appropriate level of management so it can be addressed and contained effectively. 
These measures and reporting mechanisms could, in the view of the WP29, be set out in the 
controller’s incident response plans.38

Exceptions

Controllers are exempted from notifying a personal data breach to the relevant DSA if it is 
able to demonstrate that the personal data breach is unlikely to result in a risk to the rights 
and freedoms of data subjects. In assessing the level of risk, the following factors should be 
taken into consideration:

34 Article 28(4) of the GDPR.
35 Article 29 Data Protection Working Party Guidelines on Personal Data Breach Notification under 

Regulation 2016/679, WP 250, as last revised and adopted on 6 February 2018, page 7.
36 Article 29 Data Protection Working Party Guidelines on Personal Data Breach Notification under 

Regulation 2016/679, WP 250, as last revised and adopted on 6 February 2018, page 12.
37 ibid.
38 ibid.
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a Type of personal data breach: is it a confidentiality, availability, or integrity type of 
breach?

b Nature, sensitivity and volume of personal data: usually, the more sensitive the data, 
the higher the risk of harm from a data subject’s point of view. Also, combinations of 
personal data are typically more sensitive than single data elements.

c Ease of identification of data subjects: the risk of identification may be low if the data 
were protected by an appropriate level of encryption. In addition, pseudonymisation 
can reduce the likelihood of data subjects being identified in the event of a breach.

d Severity of consequences of data subjects: especially if sensitive personal data are 
involved in a breach, the potential damage to data subjects can be severe and thus the 
risk may be higher.

e Special characteristics of the data subjects: data subjects who are in a particularly 
vulnerable position (e.g., children) are potentially at greater risk if their personal data 
are breached. 

f Number of affected data subjects: generally speaking, the more data subjects that are 
affected by a breach, the greater the potential impact.

g Special characteristics of the controller: for example, if a breach involves controllers 
who are entrusted with the processing of sensitive personal data (e.g., health data), the 
threat is presumed to be greater.

h Other general considerations: assessing the risk associated with a breach can be far 
from straightforward. Therefore the WP29, in its guidance on personal data breach 
notifications, refers to the recommendations published by the European Union Agency 
for Network and Information Security (ENISA), which provides a methodology 
for assessing the severity of the breach and which may help with designing breach 
management response plans.39

Notifying affected data subjects

In addition to notifying the relevant DSA, in certain cases controllers may also be required 
to communicate the personal data breach to affected data subjects (i.e. when the personal 
data breach is likely to result in a ‘high risk’ to the rights and freedoms of data subjects). The 
specific reference in the law to high risk indicates that the threshold for communicating a 
breach to data subjects is higher than for notifying the DSAs – taking account of the risk 
factors listed above.

It should be noted that the accountability requirements in the GDPR summarised 
above, such as purpose limitation, data minimisation and storage limitation, mean, for 
example, that implementing technical controls in isolation, or the piecemeal adoption 
of data security standards, are unlikely to be sufficient to ensure compliance. As a default 
position, controllers should seek to minimise the collection and retention of personal data, 
and especially where sensitive personal data are collected and retained, ensure that those data 
are encrypted or otherwise made unintelligible to unauthorised parties, to the greatest extent 
possible.

39 Article 29 Data Protection Working Party Guidelines on Personal Data Breach Notification under 
Regulation 2016/679, WP 250, as last revised and adopted on 6 February 2018, page 26.
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iv Prohibition on transfers of personal data outside the EEA

Controllers may not transfer personal data to countries outside of the European Economic 
Area (EEA)40 unless the recipient country provides an adequate level of protection for the 
personal data.41 The European Commission can make a finding on the adequacy of any 
particular non-EEA state and Member States are expected to give effect to these findings 
as necessary in their national laws. So far, the European Commission has made findings 
of adequacy with respect to Andorra, Argentina, Canada, the Faroe Islands, Guernsey, the 
Isle of Man, Israel, Jersey, New Zealand, Switzerland and Uruguay. On 17 July 2018, the 
European Commission and Japan reached a mutual adequacy agreement, which included the 
Commission finding Japan has a level of protection of personal data comparable to that of the 
EU, and is therefore considered adequate. In addition, the United States previously reached 
agreement with the European Commission on a set of ‘Safe Harbor’ principles to which 
organisations in the United States could subscribe to be deemed ‘adequate’ to receive personal 
data from controllers in the EU.42 However, in October 2015 this was declared invalid by the 
Court of Justice of the European Union (CJEU),43 leading to intense negotiations between 
US authorities and the European Commission to develop a replacement trans-Atlantic 
data transfer mechanism. Then, on 12 July 2016, the Privacy Shield was adopted by the 
European Commission, with US companies being able to self-certify under the Privacy 
Shield from 1 August 2016 in order to receive personal data from controllers in the EU.44 
On 11 June 2018, European members of the European Parliament’s Committee on Civil 
Liberties, Justice and Home Affairs (MEPs), voted in favour of the suspension of the Privacy 
Shield until the US is in full compliance with the data protection requirements contained in 
the Privacy Shield. In July 2018, the European Parliament adopted the resolution and called 
on the US to comply with the requirements of the Privacy Shield, such as the appointment 
of an ombudsman to deal with complaints by data subjects in relation to the Privacy Shield 
and to remove organisations who fail to comply with data protection requirements from 
the Privacy Shield. The Privacy Shield is due for its second annual review by the European 
Commission in October 2018. The European Commission has unilateral powers to revoke 
the Privacy Shield where it no longer considers the Privacy Shield is able to effectively protect 
the personal data of EU citizens when transferred to the US.

Where transfers are to be made to countries that are not deemed adequate, other 
exceptions may apply to permit the transfer.45 The European Commission has approved EU 
model contract clauses, standard contractual clauses that may be used by controllers and 
processors when transferring personal data from the EU to non-EEA countries (a model 
contract).46 There are two forms of model contract: one where both the data exporter and 
data importer are controllers; and another where the data exporter is a controller and the data 
importer is a data processor. Personal data transferred on the basis of a model contract will be 

40 The EEA consists of the 28 EU Member States together with Iceland, Liechtenstein and Norway.
41 Article 45 of the GDPR.
42 The US–EU Safe Harbor Framework was approved in 2000. Details of the Safe Harbor Agreement 

between the EU and the United States can be found in European Commission Decision 520/2000/EC.
43 Judgment of the Court (Grand Chamber) of 6 October 2015 – Maximillian Schrems v. Data Protection 

Commissioner.
44 Commission Implementing Decision (EU) 2016/1250 of 12 July 2016.
45 Article 46 of the GDPR.
46 Article 46(2)(c) of the GDPR.
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presumed to be adequately protected. However, model contracts have been widely criticised 
as being onerous on the parties. This is because they grant third-party rights to data subjects 
to enforce the terms of the model contract against the data exporter and data importer, and 
require the parties to the model contract to give broad warranties and indemnities. The clauses 
of the model contracts also cannot be varied and model contracts can become impractical 
where a large number of data transfers need to be covered by numerous model contracts. 
However, the status of model contracts is currently uncertain, as following questions as to 
the validity of model contracts from the Irish Data Protection Commissioner, the Irish High 
Court has referred the questions to the CJEU for a preliminary ruling to determine the legal 
status of model contracts.

An alternative means of authorising transfers of personal data outside the EEA is the 
use of binding corporate rules. This approach may be suitable for multinational companies 
transferring personal data within the same company, or within a group of companies. Under 
the binding corporate rules approach, the company would adopt a group-wide data protection 
policy that satisfies certain criteria and, if the rules bind the whole group, then those rules 
could be approved by the relevant DSA as providing adequate data protection for transfers 
of personal data throughout the group. The WP29 have published various documents47 on 
binding corporate rules, including a model checklist for the approval of binding corporate 
rules,48 a table setting out the elements and principles to be found in binding corporate rules49 
and recommendations on the standard application for approval of controller and processor 
binding corporate rules.50

In addition to binding corporate rules and other data transfer solutions, the transfer 
of personal data outside of the EEA can occur via the use of approved codes of conduct or 
certification mechanisms. 

v Rights of the data subject

The GDPR provides for a series of rights data subjects can use in relation to the processing of 
their personal data, with such rights subject to certain restrictions or limitations. 

47 WP 133 – Recommendation 1/2007 on the Standard Application for Approval of Binding Corporate Rules 
for the Transfer of Personal Data adopted on 10 January 2007.

  WP 154 – Working Document setting up a framework for the structure of Binding Corporate Rules 
adopted on 24 June 2008.

  WP 155 – Working Document on Frequently Asked Questions (FAQs) related to Binding Corporate 
Rules adopted on 24 June 2008 and last revised on 8 April 2009.

  WP 195 – Working Document 02/2012 setting up a table with the elements and principles to be 
found in Processor Binding Corporate Rules adopted on 6 June 2012.

  WP 195a – Recommendation 1/2012 on the standard application form for approval of Binding 
Corporate Rules for the transfer of personal data for processing activities adopted on 17 September 2012.

  WP 204 – Explanatory Document on the Processor Binding Corporate Rules last revised and adopted 
on 22 May 2015.

48 WP 108 – Working Document establishing a model checklist application for approval of binding corporate 
rules adopted on 14 April 2005.

49 WP 153 – Working Document setting up a table with the elements and principles to be found in binding 
corporate rules adopted on 24 June 2008.

50 WP 264 – Recommendation on the Standard Application form for Approval of Controller Binding 
Corporate Rules for the Transfer of Personal Data – Adopted on 11 April 2018.

  WP 265 – Recommendation on the Standard Application form for Approval of Processor Binding 
Corporate Rules for the Transfer of Personal Data – Adopted on 11 April 2018.
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Timing and costs

The GDPR requires that a data subject’s rights request be complied with without undue delay 
and in any event within one month of receipt of the request. If the request is particularly 
complex, then this period can be extended to three months if the data subject is informed 
of the reasons for the delay within one month. Where it is determined that compliance with 
the request is not required, then data subjects should be informed of this within one month 
together with the reasons as to why the request is not being complied with and the fact that 
they can lodge a complaint with a DSA and seek a judicial remedy.

A fee must not be charged for compliance with a data subject’s rights request unless it 
can be demonstrated that the request is manifestly unfounded or excessive.

Right to access personal data

Article 15 of the GDPR provides data subjects with the right to access their personal data 
processed by the controller. The right requires controllers to confirm whether or not they are 
processing the data subject’s personal data and confirm:
a the purpose of the processing;
b the categories of personal data concerned;
c the recipients or categories of recipients to whom the personal data has been or will be 

disclosed to, in particular recipients in third countries;
d where possible, the retention period for storing the personal data, or, where that is not 

possible, the criteria used to determine that period;
e the existence of the right to request from the controller rectification, erasure, restriction 

or objection to the processing of their personal data;
f the right to lodge a complaint with the DSA;
g where personal data is not collected from the data subject, the source of the personal 

data; and
h the existence of automated decision making, including profiling, where applicable.

Under the right of access to personal data, the controller is required to provide a copy of the 
personal data undergoing processing. 

This right is not absolute, but subject to a number of limitations, including the right 
to obtain a copy of the personal data shall not adversely affect the rights and freedoms of 
others.51 According to Recital 63 of the GDPR, these rights may include trade secrets or other 
intellectual property rights. As such, before disclosing information in response to a subject 
access request, controllers should first consider whether the disclosure would adversely affect 
the rights of any third party’s personal data; and the rights of the controller and in particular, 
its intellectual property rights. However, even where such an adverse effect is anticipated, 
the controller cannot simply refuse to comply with the access request. Instead, the controller 
would need to take steps to remove or redact information that could impact the rights or 
freedoms of others.

Where the controller processes a large quantity of the data subject’s personal data, as 
would likely be the case in respect of an organisation and its employees, the controller has a 
right to request that, before the personal data is delivered, the data subject should specify the 

51 Article 15(4) of the GDPR.
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information or processing activities to which the request relates.52 However, caution should 
be exercised when requesting further information from the data subject as it is likely that 
under the GDPR a controller will not be permitted to narrow the scope of a request itself.

Where the controller is able to demonstrate that the data subject’s request for access 
to the personal data the controller holds is manifestly unfounded or excessive because of 
its repetitive nature, the controller can refuse to comply with the data subject’s request.53 
However, in the absence of guidance or case law to provide parameters around the scope of 
these exemptions, a strict interpretation should be considered for the concept of ‘manifestly 
unfounded’ with repetitive requests being documented in order to fulfil the burden of proof 
as to their excessive character.

If the controller has reasonable doubts concerning the identity of the data subject 
making the access request, the controller can request the provision of additional information 
necessary to confirm the identity of the data subject.54

If the controller is able to demonstrate that it is not in a position to identify the data 
subject, it can refuse to comply with a data subject’s request to access their personal data.55

Right of rectification of personal data

Article 16 of the GDPR provides data subjects with the right to obtain from the controller 
without undue delay the rectification of inaccurate personal data concerning him or her.

The right is not absolute but subject to certain limitations or restrictions, including:
a where the controller is able to demonstrate that the data subject’s request for rectification 

of their personal data the controller holds is manifestly unfounded or excessive because 
of its repetitive nature, the controller can refuse to comply with the data subject’s 
request;56

b where the controller has reasonable doubts concerning the identity of the data subject 
making the request, the controller can request the provision of additional information 
necessary to confirm the identity of the data subject;57 and

c where the controller is able to demonstrate that it is not in a position to identify the 
data subject, it can refuse to comply with a data subject’s request to access their personal 
data.58

Right of erasure of personal data (‘right to be forgotten’)

Article 17 of the GDPR provides data subjects with the right of erasure of their personal data 
the controller holds without undue delay, where:
a the personal data are no longer necessary for the purposes for which they were 

collected;59

52 Recital 63 of the GDPR.
53 Article 12(5) of the GDPR.
54 Article 12(6) of the GDPR.
55 Article 12(2) of the GDPR.
56 Article 12(5) of the GDPR.
57 Article 12(6) of the GDPR.
58 Article 12(2) of the GDPR.
59 Article 17(1)(a) of the GDPR.
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b the data subject withdraws consent to the processing and there is no other legal ground 
for the processing;60

c the data subject objects to the processing and there are no overriding legitimate grounds 
for the processing;61

d the personal data has been unlawfully processed;62

e the personal data has to be erased for compliance with a legal obligation in Union or 
Member State law to which the controller is subject;63 and

f the personal data has been collected in connection with an online service offered to a 
child.64

However, the right of erasure is not absolute and is subject to certain restrictions or limitations:
a the data subject’s right of erasure will not apply where the processing is necessary for 

exercising the right of freedom and expression and information;
b where complying with a legal obligation which requires processing by Union or 

Member State law;
c reasons of public interest in the area of public health in accordance with Article 9(2)(h) 

and (i);
d for archiving purposes in the public interest, scientific, historical research or statistical 

research purposes; 
e for the establishment, exercise or defence of legal claims; 
f where the controller is able to demonstrate that the data subject’s request for rectification 

of their personal data the controller holds is manifestly unfounded or excessive because 
of its repetitive nature, the controller can refuse to comply with the data subject’s 
request;65

g where the controller has reasonable doubts concerning the identity of the data subject 
making the request, the controller can request the provision of additional information 
necessary to confirm the identity of the data subject;66 and

h where the controller is able to demonstrate that it is not in a position to identify the 
data subject, it can refuse to comply with a data subject’s request to access their personal 
data.67, 68

Right to restriction of processing

Article 18 of the GDPR also provides data subjects with the right to restrict the processing 
of their personal data in certain circumstances. The restriction of processing means that, with 
the exception of storage, the personal data can only be processed where:
a the accuracy of the personal data is contested by the data subject, enabling the controller 

to verify the accuracy of the personal data;

60 Article 17(1)(b) of the GDPR.
61 Article 17(1)(c) of the GDPR.
62 Article 17(1)(d) of the GDPR.
63 Article 17(1)(e) of the GDPR.
64 Article 17(1)(f )) of the GDPR.
65 Article 12(5) of the GDPR.
66 Article 12(6) of the GDPR.
67 Article 12(2) of the GDPR.
68 Article 17(3) of the GDPR.
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b the processing is unlawful and the data subject opposes the erasure of the personal data 
and requests restriction of the processing;

c the controller no longer needs the personal data for the purposes of the processing, but 
they are required by the data subject for the establishment, exercise or defence of legal 
claims; or

d the data subject has objected to the processing pursuant to Article 21(1) of the GDPR, 
pending the verification of whether the legitimate grounds of the controller override 
those of the data subject.

The right of the data subject to request the restriction of the processing of their personal data 
is not absolute and is qualified:
a where the controller is able to demonstrate that the data subject’s request for rectification 

of their personal data the controller holds is manifestly unfounded or excessive because 
of its repetitive nature, the controller can refuse to comply with the data subject’s 
request;69

b where the controller has reasonable doubts concerning the identity of the data subject 
making the request, the controller can request the provision of additional information 
necessary to confirm the identity of the data subject;70 and

c where the controller is able to demonstrate that it is not in a position to identify the 
data subject, it can refuse to comply with a data subject’s request to access their personal 
data.71

Right to data portability

Article 20 of the GDPR provides data subjects with the right to receive their personal data which 
they have provided to the controller, in a structured, commonly used and machine-readable 
format and have the right to transmit their personal data to another controller without 
hindrance, where the processing is based on consent pursuant to Article 6(1)(a) or 9(2)(a) of 
the GDPR; and where the processing is carried out by automatic means.

This right would, for example, permit a user to have a social media provider transfer his 
or her personal data to another social media provider.

Article 20(2) of the GDPR limits the requirement for a controller to transmit personal 
data to a third-party data controller where this is ‘technically feasible’. The WP29 have 
published guidance on the right to data portability, stating that a transmission to a third-party 
data controller is ‘technically feasible’ when ‘communication between two systems is possible, 
in a secured way, and when the receiving system is technically in a position to receive the 
incoming data’.72

69 Article 12(5) of the GDPR.
70 Article 12(6) of the GDPR.
71 Article 12(2) of the GDPR.
72 Article 29 Working Party, Guidelines on the right to data portability, WP 242, adopted on 

13 December 2016 (as last revised and adopted on 5 April 2017), page 16.
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In addition, the WP29 guidance recommends that controllers begin developing 
technical tools to deal with data portability requests and that industry stakeholders and trade 
associations should collaborate to deliver a set of interoperable standards and formats to 
deliver the requirements of the right to data portability.73 

The guidance also clarifies which types of personal data the right to data portability 
should apply to, specifically:
a that the right applies to data provided by the data subject, whether knowingly and 

actively as well as the personal data generated by his or her activity;74

b the right does not apply to data inferred or derived by the controller from the analysis 
of data provided by the data subject (e.g., a credit score);75 and

c the right is not restricted to data communicated by the data subject directly.76

Right to object to the processing of personal data

Article 21 of the GDPR provides data subjects with the right to object to the processing of 
their personal data. This right includes the right to object to:
a processing where the controller’s legal basis for the processing of the personal data is 

either necessary for public interest purposes or where the processing is in the legitimate 
interests of the controller (‘general right to object’);

b processing for direct marketing purposes (the ‘right to object to marketing’); and
c processing necessary for scientific or historical research purposes or statistical purposes 

and the data subject has grounds to object that relate to ‘his or her particular situation’. 

The right of the data subject to object to the processing of their personal data is not absolute:
a where the data subject can demonstrate compelling legitimate grounds for the 

processing which overrides the interests, rights and freedoms of the data subject or 
where the processing is necessary for the establishment, exercise or defence of legal 
claims;77 or

b where the processing is necessary for research purposes, there is an exemption to the 
right of data subjects to object where the processing is necessary for the performance of 
a task carried out for reasons of public interest.78

73 Article 29 Working Party, Guidelines on the right to data portability, WP 242, adopted on 
13 December 2016 (as last revised and adopted on 5 April 2017), page 3.

74 Article 29 Working Party, Guidelines on the right to data portability, WP 242, adopted on 
13 December 2016 (as last revised and adopted on 5 April 2017), page 10.

75 Article 29 Working Party, Guidelines on the right to data portability, WP 242, adopted on 
13 December 2016 (as last revised and adopted on 5 April 2017), page 10.

76 Article 29 Working Party, Guidelines on the right to data portability, WP 242, adopted on 
13 December 2016 (as last revised and adopted on 5 April 2017), page 3.

77 Article 21(1) of the GDPR.
78 Article 21(6) of the GDPR.
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vi Enforcement under the GDPR

DSAs, lead DSAs and ‘one-stop shop’

Enforcement of the GDPR is done at a national level through national or state DSAs. In 
addition, one of the aims of the GDPR was to enable a controller that processes personal 
data in different EU Member States to deal with one Lead DSA, known as the ‘One Stop 
Shop’ mechanism.

The one-stop shop mechanism 

Under Article 56 of the GDPR, a controller or processor that carries out cross-border 
processing will be primarily regulated by a single lead DSA where the controller or processor 
has its main establishment.

Article 4(23) of the GDPR defines cross-border processing as either:
a processing of personal data that takes place in the context of the activities of 

establishments in more than one Member State of a controller or processor in the EU 
where the controller or processor is established in more than one Member State (i.e., 
processing of personal data by the same controller or processor through local operations 
across more than one Member State – e.g., local branch offices); or

b the processing of personal data that takes place in the context of the activities of a single 
establishment of a controller or processor in the EU but that substantially affects or is 
likely to substantially affect data subjects in more than one Member State.

In determining whether the processing falls within this scope, the WP29 has published 
guidance stating that DSAs will interpret ‘substantially affects’ on a case-by case basis taking 
into account:
a the context of the processing;
b the type of data;
c the purpose of the processing and a range of other factors, including, for example, 

whether the processing causes, or is likely to cause, damage, loss or distress to data 
subjects; or

d involves the processing of a wide range of personal data.

Assuming a controller is engaged in cross-border processing, it will need to carry out the 
main establishment test. If a controller has establishments in more than one Member State, 
its main establishment will be the place of its ‘central administration’ (which is not defined 
in the GDPR) unless this differs from the establishment in which the decisions on the 
purposes and means of the processing are made and implemented, in which case the main 
establishment will be the latter.79

For processors, the main establishment will also be the place of its central administration. 
However, to the extent a processor does not have a place of central administration in the 
EU, the main establishment will be where its main processing activities are undertaken. The 
WP29 in its guidance on lead supervisory authorities, make it clear that the GDPR does not 

79 Article 4(16) of the GDPR.
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permit ‘forum shopping’80 and that where a company does not have an establishment in the 
EU, the one-stop-shop mechanism does not apply and it must deal with DSAs in every EU 
Member State in which it is active.81

Importantly under Article 60 of the GDPR, other concerned DSAs can also be involved 
in the decision-making for a cross-border case. According to the GDPR, a concerned DSA 
will participate where: 
a the establishment of the controller or processor subject to the investigation is in the 

concerned DSA’s Member State; 
b data subjects in the concerned DSA’s Member State are substantially or are likely to be 

substantially affected by the processing of the subject of the investigation; or 
c a complaint has been lodged with that DSA.82

In the case of a dispute between DSAs, the EDPB shall adopt a final binding decision.83 The 
GDPR also promotes cooperation among Member State DSAs by requiring the lead DSA 
to submit a draft decision on a case to the concerned DSA, where they will have to reach a 
consensus prior to finalising any decision.84

EDPB

The EDPB is an independent EU-wide body, which contributes towards ensuring the 
consistent application of the GDPR across all EU Member States, and promotes cooperation 
between EU DSAs. The EDPB is comprised of representatives from all EU DSAs, the 
European Data Protection Supervisor, the EU’s independent data protection authority, and 
a European Commission representative, who has a right to attend EDPB meetings without 
voting rights.

Enforcement rights

The GDPR provides data subjects with a multitude of enforcement rights in relation to the 
processing of their personal data:
a Right to lodge a complaint with the DSA: Article 77 of the GDPR provides data 

subjects with the right to lodge a complaint with a DSA, in the Member State of the 
data subject’s habitual residence, place of work or place of the alleged infringement of 
the GDPR, where the data subject considers that the processing of his or her personal 
data infringes the data protection requirements of the GDPR.

b Right to an effective judicial remedy against a controller or processor: Article 79 of the 
GDPR provides data subjects with the right to bring a claim against a controller or a 
processor before the courts of the Member State where the controller or processor is 
established in, or where the data subject has his or her habitual residence, unless the 
controller or processor is a public authority of a Member State acting in the exercise of 
its public powers. 

80 Article 29 Working Party, Guidelines for identifying a controller or processor’s lead supervisory authority, 
WP244, adopted on 13 December 2016 and revised on 5 April 2017, page 8.

81 Article 29 Working Party, Guidelines for identifying a controller or processor’s lead supervisory authority, 
WP244, adopted on 13 December 2016 and revised on 5 April 2017, page 10.

82 Article 4(22) of the GDPR.
83 Article 65(1) of the GDPR.
84 Article 60 of the GDPR.
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c Right to compensation and liability: Article 82 of the GDPR provides data subjects 
with the right to receive compensation from the controller or processor where the data 
subject has suffered material or non-material damage as a result of an infringement of 
the GDPR.

Administrative fines

Notably, Article 83 of the GDPR grants DSAs the power to impose substantial fines on 
controllers or processors for the infringement of the GDPR. The GDPR provides a two-tier 
structure for fines, where the following will result in fines of up to €10 million or 2 per cent 
of annual turnover, whichever is greater:
a failure to ensure appropriate technical and organisational measures are adopted when 

determining the means of processing the personal data in addition to the actual 
processing itself;

b failing to comply with the Article 28(3) of the GDPR, where any processing of personal 
data must be governed by a written data processing agreement;

c maintaining records as a controller of all processing activities under its responsibility;
d conducting data protection impact assessments; and 
e notifying personal data breaches to the data subject and data supervisory authorities, 

respectively.85

The GDPR states that certain infringements of the GDPR merit a higher penalty and will 
be subject to higher fines of up to €20 million or 4 per cent of annual turnover, whichever is 
the greater.86 These include:
a infringements of the basic principles of processing personal data, including conditions 

for obtaining consent;
b failing to comply with data subjects’ rights requests; and 
c failing to ensure there are appropriate safeguards for the transfer of personal data 

outside the EEA.

These extensive penalties represent a significant change in the field of data protection that 
should ensure that businesses and governments take data protection compliance seriously.

DSAs’ investigative powers

DSAs also have investigative powers under Article 58(1), including the power to:
a carry out investigations in the form of data protection audits;
b notify the controller or processor of an alleged infringement of the GDPR; and
c obtain access to any premises of the controller and the processor, including to any 

data processing equipment and means, in accordance with Union or Member State 
procedural law.

DSAs are not limited to enforcement and investigative powers, but also have corrective87 and 
authorisation and advisory88 powers.

85 Article 83(4) of the GDPR.
86 Article 83(5) of the GDPR.
87 Article 58(2) of the GDPR.
88 Article 58(3) of the GDPR.
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DSAs’ corrective powers

Article 58(2) of the GDPR grants DSAs the power to require the controller or processor to 
make certain corrections in relation to the processing of personal data, including to:
a issue warnings to a controller or processor that intended processing operations are 

likely to infringe provisions of the GDPR;
b issue reprimands to a controller or processor where processing operations have infringed 

provisions of the GDPR;
c order the controller or processor to comply with the data subject’s requests to exercise 

their data subject’s rights in accordance with the GDPR;
d order the controller or processor to bring processing operations into compliance with 

the provisions of the GDPR, where appropriate, in a specified manner and within a 
specified period;

e order the controller to communicate a personal data breach to the data subject;
f impose a temporary or definitive limitation on processing, including a ban;
g order the rectification or erasure of personal data or restriction of processing of personal 

data and the notification of such actions to recipients to whom the personal data has 
been disclosed; and

h order the suspension of data flows to a recipient in a third country.

DSAs’ authorisation and advisory powers

DSAs also have a range of advisory and authorisation powers under Article 58(3) of the 
GDPR, including the power to:
a issue opinions to the relevant Member State national parliament, Member State 

government or other institutions and bodies, as well as to the general public on the 
protection of personal data;

b authorise processing pursuant to Article 36(5) of the GDPR, if the law of the Member 
State requires prior authorisation;

c issue an opinion and approve draft codes of conduct pursuant to Article 40(5) of the 
GDPR;

d issue certifications and approve criteria of certification in accordance with Article 42(5) 
of the GDPR; and

e approve binding corporate rules pursuant to Article 47 of the GDPR.

vii Health data under the GDPR

Data concerning health falls within the scope of the special categories of personal data under 
Article 9 of the GDPR. The GDPR defines ‘data concerning health’ as ‘personal data related 
to the physical or mental health of a natural person, including the provision of health care 
services, which reveal information about his or her health status’.89

The GDPR also states health data should include the following:
a all data pertaining to the health status of a data subject that reveals information relating 

to the past, current, or future physical or mental health status of the data subject;
b information collected in the course of registration for or the provision of healthcare 

services;

89 Article 4(15) of the GDPR.
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c a number, symbol, or particular assigned to an individual that uniquely identifies that 
individual for health purposes;

d information derived from the testing or examination of a body part or bodily substance, 
including from genetic data and biological samples; and

e any information on disease, disability, disease risk, medical history, clinical treatment, 
or the physiological or biomedical state of the individual, independent of its source, for 
example, from a physician or a medical device.90

Relevant in the context of health data is Article 9(2)(j) of the GDPR, which includes the 
legal ground regarding where the processing is necessary for scientific research purposes. To 
rely on this legal ground the processing must comply with Article 89(1) of the GDPR, which 
requires that the processing be subject to appropriate safeguards to ensure technical and 
organisational measures are in place and in particular, to comply with the principle of data 
minimisation. 

III DIRECT MARKETING

The EU Electronic Communications (Data Protection and Privacy) Directive 2002/58/EC 
(the ePrivacy Directive) places requirements on Member States in relation to the use of 
personal data for direct marketing. Direct marketing for these purposes includes unsolicited 
faxes, or making unsolicited telephone calls through the use of automated calling machines, 
or direct marketing by email. In such instances, the direct marketer needs to have the prior 
consent of the recipient (i.e., consent on an opt-in basis). However, in the case of emails, there 
are limited exceptions for email marketing to existing customers where, if certain conditions91 
are satisfied, unsolicited emails can still be sent without prior consent. In other instances 
of unsolicited communications, it is left up to each Member State to decide whether such 
communications will require the recipient’s prior consent or can be sent without prior consent 
unless recipients have indicated that they do not wish to receive such communications (i.e., 
consent on an opt-out basis).92

The ePrivacy Directive imposes requirements on providers of publicly available 
electronic communication services to put in place appropriate security measures and to notify 
subscribers of certain security breaches in relation to personal data.93 The ePrivacy Directive 
was also amended in 200994 to require that website operators obtain the informed consent of 
users to collect personal data of users through website ‘cookies’ or similar technologies used for 
storing information. There are two exemptions to the requirement to obtain consent before 
using cookies: when the cookie is used for the sole purpose of carrying out the transmission 

90 Recital 35 of the GDPR.
91 Unsolicited emails may be sent without prior consent to existing customers if the contact details of the 

customer have been obtained in the context of a sale of a product or a service and the unsolicited email is 
for similar products or services; and if the customer has been given an opportunity to object, free of charge 
in an easy manner, to such use of his or her electronic contact details when they are collected and on the 
occasion of each message in the event the customer has not initially refused such use – Article 13(2) of the 
ePrivacy Directive.

92 Article 13(3) of the ePrivacy Directive.
93 Recital 20 and Article 4 of the ePrivacy Directive.
94 Directive 2009/56/EC.
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of a communication over an electronic communications network; and when the cookie is 
strictly necessary for the provider of an information society service explicitly requested by the 
subscriber or user to provide the service.95

The WP29 has published an opinion on the cookie consent exemption96 that provides 
an explanation on which cookies require the consent of website users (e.g., social plug-in 
tracking cookies, third-party advertising cookies used for behavioural advertising, analytics) 
and those that fall within the scope of the exemption (e.g., authentication cookies, multimedia 
player session cookies and cookies used to detect repeated failed login attempts). Guidance 
on how to obtain consent has been published at a national level by various data protection 
authorities.97

In July 2016, the Article 29 Working Party issued an opinion on a revision of the rules 
contained in the ePrivacy Directive.98

On 10 January 2017, the European Commission issued a draft of the proposed 
Regulation on Privacy and Electronic Communications (the ePrivacy Regulation) to replace 
the existing ePrivacy Directive.99 The ePrivacy Regulation will complement the Regulation 
and provide additional sector-specific rules, including in relation to marketing and the use 
of website cookies.

The key changes in the proposed ePrivacy Regulation will:
a require a clear affirmative action to consent to cookies;
b attempt to encourage the shifting of the burden of obtaining consent for cookie use to 

website browsers; and
c ensuring that consent for direct marketing will be harder to obtain and must meet the 

standard set out in the Regulation; however, existing exceptions, such as the exemption 
where there is an existing relationship and similar products and services are being 
marketed, are likely to be retained.

The European Commission’s original timetable for the ePrivacy Regulation was for it to 
apply from 25 May 2018 and coincide with the coming into force of the GDPR. However, 
owing to ongoing political negotiations between the European Council (which represents 
EU Member States) and the European Parliament, the ePrivacy Regulation is not expected to 
come into force until 2019 at the earliest.

In April 2017, the Article 29 Working Party issued an opinion on the proposed 
ePrivacy Regulation, which welcomed some elements of the proposal but also identified areas 
of ‘grave concern’, including with regard to cookie tracking walls.100 The EDPB published a 
statement on 25 May 2018 noting the ‘widespread’ use of ‘over-the-top’ services, which bypass 
traditional forms of distribution such as cable or satellite pay-TV services, for internet-based 

95 Article 5(3) of the ePrivacy Directive.
96 WP 194 – Opinion 04/2012 on Cookie Consent Exemption.
97 For example: UK Information Commissioner’s Office, ‘Guidance on the rules on use of cookies and similar 

technologies’; and the French Commission Nationale de l’Informatique et des Libertés.
98 Opinion 03/2016 on the evaluation and review of the ePrivacy Directive (2002/58/EC).
99 Proposal for a Regulation of the European Parliament and of the Council concerning the respect for private 

life and the protection of personal data in electronic communications and repealing Directive 2002/58/EC 
(Regulation on Privacy and Electronic Communications).

100 Opinion 01/2017 on the Proposed Regulation for the ePrivacy Regulation (2002/58/EC).
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content-distribution services and formed the view that the ePrivacy Regulation ‘should 
provide protection for all types of electronic communications, including those carried out by 
“Over-the-Top Services”’.101

IV CLOUD COMPUTING

In its guidance on cloud computing adopted on 1 July 2012,102 the EU’s WP29 states 
that the majority of data protection risks can be divided into two main categories: lack of 
control over the data; and insufficient information regarding the processing operation itself. 
The lawfulness of the processing of personal data in the cloud depends on adherence to 
the principles of the now repealed EU Data Protection Directive that are considered in the 
WP29 opinion, and some of which are summarised below. It would be reasonable to expect 
that the EDPB will issue new guidance on cloud computing and data protection to reflect 
new requirements under the GDPR. For the purposes of this section, references to the Data 
Protection Directive should be read as references to the GDPR.

i Instructions of the data controller

To comply with the requirements of the EU Data Protection Directive, the WP29 provides 
that the extent of the instructions should be detailed in the relevant cloud computing 
agreement (the cloud agreement) along with service levels and financial penalties on the 
provider for non-compliance.

ii Purpose specification and limitation requirement103

Under Article 6(b) of the Data Protection Directive, personal data must be collected 
for specified, explicit and legitimate purposes, and not further processed in a way that is 
incompatible with those purposes. To address this requirement, the agreement between the 
cloud provider and the client should include technical and organisational measures to mitigate 
this risk and provide assurances for the logging and auditing of relevant processing operations 
on personal data that are performed by employees of the cloud provider or subcontractors.

iii Security104

Under the Data Protection Directive, a data controller must have in place adequate 
organisational and technical security measures to protect personal data and should be able to 
demonstrate accountability. The WP29 opinion comments on this point, reiterating that it is 
of great importance that concrete technical and organisational measures are specified in the 
cloud agreement, such as availability, confidentiality, integrity, isolation and portability. As 
a consequence, the agreement with the cloud provider should contain a provision to ensure 
that the cloud provider and its subcontractors comply with the security measures imposed by 
the client. It should also contain a section regarding the assessment of the security measures 

101 Statement of the EDPB on the revision of the ePrivacy Regulation and its impact on the protection of 
individuals with regard to the privacy and confidentiality of their communications.

102 WP 196 – Opinion 5/2012 on Cloud Computing.
103 Article 6(b) of the Data Protection Directive.
104 Article 17(2) of the Data Protection Directive.
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of the cloud provider. The agreement should also contain an obligation for the cloud provider 
to inform the client of any security event. The client should also be able to assess the security 
measures put in place by the cloud provider.

iv Subcontractors

The WP29 opinion indicates that sub-processors may only be commissioned on the basis 
of a consent that can be generally given by the controller in line with a clear duty for the 
processor to inform the controller of any intended changes in this regard, with the controller 
retaining at all times the possibility to object to the changes or to terminate the agreement. 
There should also be a clear obligation on the cloud provider to name all the subcontractors 
commissioned, as well as the location of all data centres where the client’s data can be hosted. 
It must also be guaranteed that the cloud provider and all the subcontractors shall act only 
on instructions from the client. The agreement should also set out the obligation on the part 
of the processor to deal with international transfers, for example, by signing contracts with 
sub-processors, based on the EU model contract clauses.

v Erasure of data105

The WP29 opinion states that specifications on the conditions for returning the personal data 
or destroying the data once the service is concluded should be contained in the agreement. 
It also states that data processors must ensure that personal data are erased securely at the 
request of the client.

vi Data subjects’ rights106

According to the WP29 opinion, the agreement should stipulate that the cloud provider is 
obliged to support the client in facilitating exercise of data subjects’ rights to access, correct or 
delete their data, and to ensure that the same holds true for the relation to any subcontractor.

vii International transfers107

As discussed above, under Articles 25 and 26 of the Data Protection Directive, personal 
data can only be transferred to countries located outside the EEA if the country provides an 
adequate level of protection.

viii Confidentiality

The WP29 opinion recommends that an agreement with the cloud provider should contain 
confidentiality wording that is binding both upon the cloud provider and any of its employees 
who may be able to access the data.

ix Request for disclosure of personal data by a law enforcement authority

Under the WP29 opinion, the client should be notified of any legally binding request for 
disclosure of the personal data by a law enforcement authority unless otherwise prohibited, 
such as under a prohibition under criminal law to preserve the confidentiality of a law 
enforcement investigation.

105 Article 6(e) of Data Protection Directive.
106 Article 12 and 14 of the Data Protection Directive.
107 Article 25 and 26 of the Data Protection Directive.
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x Changes concerning the cloud services

The WP29 recommends that the agreement with the cloud provider should contain a 
provision stating that the cloud provider must inform the client about relevant changes 
concerning the cloud service concerned, such as the implementation of additional functions.

Now that the GDPR is in effect, clients and cloud service providers will need to be 
mindful that references to the Data Protection Directive in the WP29 opinion will be defunct 
and that the equivalent principles and requirements in the GDPR should be complied with 
instead. For example, under Article 28(3) of the GDPR, processing by the processor (i.e., the 
cloud service provider) must be governed by a contract with the controller that stipulates a 
number of obligations set out by the GDPR.

V WHISTLE-BLOWING HOTLINES

The WP29 published an Opinion in 2006 on the application of the EU data protection rules 
to whistle-blowing hotlines108 providing various recommendations under the now repealed 
Data Protection Directive, which are summarised below. It would be reasonable to expect that 
the EDPB will issue new guidance on whistle-blowing hotlines to reflect new requirements 
under the GDPR. For the purposes of this section, references to the Data Protection Directive 
should be read as references to the GDPR.

i Legitimacy of whistle-blowing schemes

Under the GDPR, personal data must be processed fairly and lawfully. For a whistle-blowing 
scheme, this means that the processing of personal data must be on the basis of at least one 
of certain grounds, the most relevant of which include where:
a the processing is necessary for compliance with a legal obligation to which the data 

controller is subject, which could arguably include a company’s obligation to comply 
with the provisions of the US Sarbanes-Oxley Act (SOX). However, the WP29 
concluded that an obligation imposed by a foreign statute, such as SOX, does not 
qualify as a legal obligation that would legitimise the data processing in the EU; or

b the processing is necessary for the purposes of the legitimate interests pursued by the 
data controller, or by the third party or parties to whom the data are disclosed, except 
where those interests are overridden by the interests or the fundamental rights and 
freedoms of the data subject. The WP29 acknowledged that whistle-blowing schemes 
adopted to ensure the stability of financial markets, and in particular the prevention of 
fraud and misconduct in respect of accounting, internal accounting controls, auditing 
matters and reporting as well as the fight against bribery, banking and financial crime, 
or insider trading, might be seen as serving a legitimate interest of a company that 
would justify the processing of personal data by means of such schemes.

ii Limiting the number of persons eligible to use the hotline

Applying the proportionality principle, the WP29 recommends that the company responsible 
for the whistle-blowing reporting programme should carefully assess whether it might 

108 WP 117 – Opinion 1/2006 on the application of EU data protection rules to internal whistle-blowing 
schemes in the fields of accounting, internal accounting controls, auditing matters, fight against bribery, 
banking and financial crime.
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be appropriate to limit the number of persons eligible for reporting alleged misconduct 
and the number of persons who might be incriminated. However, the recommendations 
acknowledged that in both cases the categories of personnel involved may still sometimes 
include all employees in the fields of accounting, auditing and financial services.

iii Promotion of identified reports

The WP29 pointed out that, although in many cases anonymous reporting is a desirable 
option, where possible, whistle-blowing schemes should be designed in such a way that they 
do not encourage anonymous reporting. Rather, the helpline should obtain the contact 
details of reports and maintain the confidentiality of that information within the company, 
for those who have a specific need to know the relevant information. The WP29 opinion 
also suggested that only reports that included information identifying the whistle-blower 
would be considered as satisfying the essential requirement that personal data should only be 
processed ‘fairly’.

iv Proportionality and accuracy of data collected

Companies should clearly define the type of information to be disclosed through the system by 
limiting the information to accounting, internal accounting control or auditing, or banking 
and financial crime and anti-bribery. The personal data should be limited to data strictly and 
objectively necessary to verify the allegations made. In addition, complaint reports should be 
kept separate from other personal data.

v Compliance with data-retention periods

According to the WP29, personal data processed by a whistle-blowing scheme should be 
deleted promptly and usually within two months of completion of the investigation of 
the facts alleged in the report. These periods would be different when legal proceedings or 
disciplinary measures are initiated. In such cases, personal data should be kept until the 
conclusion of these proceedings and the period allowed for any appeal. Personal data found 
to be unsubstantiated should be deleted without delay.

vi Provision of clear and complete information about the whistle-blowing 
programme

Companies as data controllers must provide information to employees about the existence, 
purpose and operation of the whistle-blowing programme, the recipients of the reports 
and the right of access, rectification and erasure for reported persons. Users should also be 
informed that the identity of the whistle-blower shall be kept confidential, that abuse of the 
system may result in action against the perpetrator of that abuse and that they will not face 
any sanctions if they use the system in good faith.

vii Rights of the incriminated person

The WP29 noted that it was essential to balance the rights of the incriminated person and of 
the whistle-blower and the company’s legitimate investigative needs. In accordance with the 
Data Protection Directive, an accused person should be informed by the person in charge 
of the ethics reporting programme as soon as practicably possible after the ethics report 
implicating them is received. The implicated employee should be informed about:
a the entity responsible for the ethics reporting programme;
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b the acts of which he or she is accused;
c the departments or services that might receive the report within the company or in 

other entities or companies of the corporate group; and
d how to exercise his or her rights of access and rectification.

Where there is a substantial risk that such notification would jeopardise the ability of the 
company to effectively investigate the allegation or gather evidence, then notification to the 
incriminated person may be delayed as long as the risk exists.

The whistle-blowing scheme also needs to ensure compliance with the individual’s 
right, under the Data Protection Directive, of access to personal data on them and their right 
to rectify incorrect, incomplete or outdated data. However, the exercise of these rights may be 
restricted to protect the rights of others involved in the scheme and under no circumstances 
can the accused person obtain information about the identity of the whistle-blower, except 
where the whistle-blower maliciously makes a false statement.

viii Security

The company responsible for the whistle-blowing scheme must take all reasonable technical 
and organisational precautions to preserve the security of the data and to protect against 
accidental or unlawful destruction or accidental loss and unauthorised disclosure or access. 
Where the whistle-blowing scheme is run by an external service provider, the EU data 
controller needs to have in place a data processing agreement and must take all appropriate 
measures to guarantee the security of the information processed throughout the whole process 
and commit themselves to complying with the data protection principles.

ix Management of whistle-blowing hotlines

A whistle-blowing scheme needs to carefully consider how reports are to be collected and 
handled with a specific organisation set up to handle the whistle-blower’s reports and lead 
the investigation. This organisation must be composed of specifically trained and dedicated 
people, limited in number and contractually bound by specific confidentiality obligations. 
The whistle-blowing system should be strictly separated from other departments of the 
company, such as human resources.

x Data transfers from the EEA

The WP29 believes that groups should deal with reports locally in one EEA state rather than 
automatically share all the information with other group companies. However, data may be 
communicated within the group if the communication is necessary for the investigation, 
depending on the nature or seriousness of the reported misconduct or results from how 
the group is set up. The communication will be considered necessary, for example, if the 
report incriminates another legal entity within the group involving a high-level member 
of management of the company concerned. In this case, data must only be communicated 
under confidential and secure conditions to the competent organisation of the recipient 
entity, which provides equivalent guarantees as regards management of the whistle-blowing 
reports as the EU organisation.
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VI E-DISCOVERY

The WP29 has published a working document providing guidance to data controllers in 
dealing with requests to transfer personal data to other jurisdictions outside the EEA for use 
in civil litigation109 and to help them to reconcile the demands of a litigation process in a 
foreign jurisdiction with EU data protection obligations.

The main suggestions and guidelines include the following:
a Possible legal bases for processing personal data as part of a pretrial e-discovery 

procedure include consent of the data subject and compliance with a legal obligation. 
However, the WP29 states that an obligation imposed by a foreign statute or regulation 
may not qualify as a legal obligation by virtue of which data processing in the EU 
would be made legitimate. A third possible basis is a legitimate interest pursued by 
the data controller or by the third party to whom the data are disclosed where the 
legitimate interests are not overridden by the fundamental rights and freedoms of 
the data subjects. This involves a balance-of-interest test taking into account issues of 
proportionality, the relevance of the personal data to litigation and the consequences 
for the data subject.

b Restricting the disclosure of data if possible to anonymised or redacted data as an initial 
step and after culling the irrelevant data, disclosing a limited set of personal data as a 
second step.

c Notifying individuals in advance of the possible use of their data for litigation purposes 
and, where the personal data is actually processed for litigation, notifying the data 
subject of the identity of the recipients, the purposes of the processing, the categories 
of data concerned and the existence of their rights.

d Where the non-EEA country to which the data will be sent does not provide an 
adequate level of data protection, and where the transfer is likely to be a single transfer 
of all relevant information, then there would be a possible ground that the transfer is 
necessary for the establishment, exercise or defence of a legal claim. Where a significant 
amount of data is to be transferred, the WP29 previously suggested the use of binding 
corporate rules or the Safe Harbor regime. However, Safe Harbor was found to be 
invalid by the CJEU in 2015. The Safe Harbor regime was, however, effectively replaced 
on 12 July 2016 by the Privacy Shield. In the absence of any updates from the WP29 
to its e-discovery working document, it can be assumed that the use of Privacy Shield is 
also an appropriate means of transferring significant amounts of data. It also recognises 
that compliance with a request made under the Hague Convention would provide a 
formal basis for the transfer of the data.

It would be reasonable to expect that the EDPB will issue new guidance on e-discovery, in 
light of the entry into force of Article 48 of the GDPR.

Article 48 of the GDPR facilitates the transfer of personal data from the EU to a third 
country on the basis of a judgment of a court or tribunal or any decision of an administrative 
authority of a third country where the transfer is based on a mutual legal assistance treaty 
(MLAT) between the requesting third country and the EU Member State concerned.110 As 

109 WP 158 – Working Document 1/2009 on pretrial discovery for cross-border civil litigation adopted on 
11 February 2009.

110 Article 48 of the GDPR.
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MLATs between EU Member States and third countries are not widespread, there is a further 
exception for data controllers to rely on. The GDPR states that the restrictive requirements 
in which a judicial or administrative request from a third country to transfer personal data 
from the EU to that third country is only permissible on the basis of an MLAT, is ‘without 
prejudice to other grounds for transfer’ in the GDPR. 

Accordingly, this enables data controllers in the EU facing e-discovery requests to 
transfer personal data to a jurisdiction outside of the EU to rely on transfer mechanisms such 
as EU standard contractual clauses and binding corporate rules. In the absence of a transfer 
mechanism, the GDPR provides certain derogations for several specific situations in which 
personal data can in fact be transferred outside the EEA:
a where the data subject has explicitly consented to the proposed transfer, after having 

been informed of the possible risks of such transfers for the data subject due to the 
absence of an adequacy decision and appropriate safeguards;

b the transfer is necessary for the performance of a contract between the data subject and 
the controller;

c the transfer is necessary for the conclusion or performance of a contract concluded in 
the interest of the data subject;

d the transfer is necessary for important reasons of public interest under EU law or the 
law of the Member State in which the controller is subject;

e the transfer is necessary for the establishment, exercise or defence of legal claims;
f the transfer is necessary to protect the vital interests of the data subject, where the data 

subject is physically or legally incapable of giving consent; and
g the transfer is made on the basis of compelling legitimate interests of the controller, 

provided the transfer is not repetitive and only concerns a limited number of data 
subjects.111

VII EU CYBERSECURITY STRATEGY

In March 2014, the European Parliament adopted a proposal for the NIS Directive,112 
which was proposed by the European Commission in 2013. The NIS Directive is part of 
the European Union’s Cybersecurity Strategy aimed at tackling network and information 
security incidents and risks across the EU and was adopted on 6 June 2016 by the European 
Parliament at second reading.113

The main elements of the NIS Directive include:
a new requirements for ‘operators of essential service’ and ‘digital service providers’;
b a new national strategy;
c designation of a national competent authority; and
d designation of computer security incident response teams (CSIRTs) and a cooperation 

network.

111 Article 49 of the GDPR.
112 Proposal for a directive of the European Parliament and of the Council concerning measures to ensure a 

high common level of network and information security across the Union, 7 February 2013.
113 Directive (EU) 2016/1148 of the European Parliament and the Council of 6 July 2016 concerning 

measures for a high common level of security of network and information systems across the Union.
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i New national strategy

The NIS Directive requires Member States to adopt a national strategy setting out concrete 
policy and regulatory measures to maintain a high level of network and information 
security.114 This includes having research and development plans in place or a risk assessment 
plan to identify risks, designating a national competent authority that will be responsible 
for monitoring compliance with the NIS Directive and receiving any information security 
incident notifications,115 and setting up of at least one CSIRT that is responsible for handling 
risks and incidents.116

ii Cooperation network

The competent authorities in EU Member States, the European Commission and ENISA 
will form a cooperation network to coordinate against risks and incidents affecting network 
and information systems.117 The cooperation network will exchange information between 
authorities and also provide early warnings on information security risks and incidents, and 
agree on a coordinated response in accordance with an EU–NIS cyber-cooperation plan.

iii Security requirements

A key element of the NIS Directive is that Member States must ensure public bodies and 
certain market operators118 take appropriate technical and organisational measures to manage 
the security risks to networks and information systems, and to guarantee a level of security 
appropriate to the risks.119 The measures should prevent and minimise the impact of security 
incidents affecting the core services they provide. Public bodies and market operators must 
also notify the competent authority of incidents having a significant impact on the continuity 
of the core services they provide, and the competent authority may decide to inform the 
public of the incident. The significance of the disruptive incident should take into account:
a the number of users affected;
b the dependency of other key market operators on the service provided by the entity;
c the duration of the incident;
d the geographic spread of the area affected by the incident;
e the market share of the entity; and
f the importance of the entity for maintaining a sufficient level of service, taking into 

account the availability of alternative means for the provisions of that service.

Member States had until May 2018 to implement the NIS Directive into their national laws.

114 Article 7 of the NIS Directive.
115 Article 8 of the NIS Directive.
116 Article 9 of the NIS Directive.
117 Article 11 of the NIS Directive.
118 Operators of essential services are listed in Annex II of the NIS Directive and include operators in energy 

and transport, financial market infrastructures, banking, operators in the production and supply of water, 
the health sector and digital infrastructure. Digital service providers (e.g., e-commerce platforms, internet 
payment gateways, social networks, search engines, cloud computing services and application stores) are 
listed in Annex III. The requirements for digital service providers are less onerous than those imposed 
on operators of essential services; however, they are still required to report security incidents that have a 
significant impact on the service they offer in the EU.

119 Article 14 of the proposed NIS Directive.
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Organisations should review the provisions of the NIS Directive and of any draft or 
finalised Member State implementing legislation and begin amending their cybersecurity 
practices and procedures to ensure compliance.

iv New Cybersecurity Act

On 13 September 2017, the European Commission introduced proposals for an EU 
Cybersecurity Act (Act) that would impose an EU-wide cybersecurity certification scheme for 
the purposes of ensuring an adequate level of cybersecurity of information and communication 
technology (ICT) products and services across the EU. The Act would introduce a set of 
technical requirements and rules relating to the production of certifications for ICT devices, 
or products, ranging from smart medical devices and connected cars to video game consoles 
and fire alarms. The proposed Act is part of the European Union’s push towards a digital 
single market.

Under the Act, ENISA would be granted more oversight powers in relation to ensuring 
a uniform cybersecurity policy in the EU. ENISA currently serves as a body of expertise on 
cybersecurity. If the Act were to come into force, ENISA would become a permanent EU 
cybersecurity agency and would get new powers to provide effective and efficient support 
to EU Member States and EU institutions on cybersecurity issues and to ensure a secure 
cyberspace across the EU. In addition, ENISA would be responsible for carrying out product 
certifications, with certifications voluntary for companies unless otherwise stated in EU or 
Member State law. The EU wide cybersecurity certification framework for ICT products 
and services would allow certificates to be issued by ENISA ensuring an adequate level 
of cybersecurity for the ICT products and services, which would be valid and recognised 
across all EU Member States, and serve to address the current market and Member State 
fragmentation in relation to cybersecurity certifications for ICT products and services. 

The Act is currently the subject of negotiations between the European Council and the 
European Parliament.

VIII OUTLOOK

The past 12 months have seen a number of key developments in the European data protection 
world, most notable is the entry into force of the GDPR, described as the most lobbied 
piece of European legislation in history, receiving over 4,000 amendments in opinions from 
committees in the European Parliament as well as from numerous industries. The EDPB has 
begun to issue guidance on aspects of the GDPR. To date, the EDPB has published guidance 
on the certification criteria for international data transfers and on Article 48 of the GDPR. 
These guidance documents, together with those published by Member State DSAs should 
provide businesses with a clearer sense of how to comply with the GDPR in practice.

Data subjects in the EU have made use of the substantial data protection rights provided 
by the GDPR at a rapid pace. On the day the GDPR came into force, privacy campaigner 
Max Schrems and his non-profit organisation None of Your Business filed four complaints 
with two Member State DSAs against two global technology companies for infringing the 
data protection requirements of the GDPR, in particular its obligation, when relying on 
consent as a lawful processing ground, to obtain informed and specific consent.

Additionally, the adoption of the GDPR was intended to harmonise data protection 
laws across all EU Member States. However, there is growing concern over significant national 
divergences of data protection laws in EU Member States, in particular with the application 



European Union Overview

39

and interpretation of the GDPR. One area where national divergence of data protection 
could cause potential problems, is in the life sciences sector due to the national derogations 
in the GDPR that allow Member States to introduce further conditions with regard to the 
processing of health data.

A key development in the framework of European data protection and an area to watch 
is Brexit and the UK’s departure from the EU on 29 March 2019 and its attempts to agree 
on a potential adequacy agreement with the European Commission in relation to the lawful 
transfer of personal data from the EEA to the UK. This is because on 29 March 2019, the 
UK will become a third country and will face restrictions on any transfer and processing of 
personal data of EU data subjects from the EEA to the UK.
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